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When we investigate networks, we must care about missing links. Almost all of network data
is incomplete, therefore there are missing links. Characteristics of a network are decisively
changed by a lack of one link. This susceptibility to a lack of links distinguishes statistics of
quantities having relation with networks from that having no relation with networks. A lack
of data is not so problem when we are interested in the distribution of quantities having no
relation with networks. For example, in the case of the distribution of the height of human
being, a lack of data for one person does not decisively change the distribution.

In some systems, even if network data is incomplete, dynamics of nodes are recorded as
time series data. We can construct a cross-correlation matrix from time series data of each
node. It is natural to consider that the cross-correlation matrix reflects the underlying
network structure. Hence it is expected that we can estimate the underlying network from
the cross-correlation matrix, and that we can estimate missing links. However the cross-
correlation matrix corresponds to an weighted adjacency matrix of a complete graph. In such
a complete graph, many links are meaningless, and are originated from noise components of
the cross-correlation matrix. Hence, it is necessary to filter out noise components from the
cross-correlation matrix.

We construct the cross-correlation matrix for the time series data of internet traffic in the Sci-
ence Information NETwork (SINET) in Japan [1], and calculate eigenvalues and eigenvectors
of the cross-correlation matrix. By comparing the distribution of eigenvalues and eigenvec-
tors with the theoretical distribution functions derived from the random matrix theory, we
extract the meaningful part of the cross-correlation matrix [2]. In addition, we decompose
the cross-correlation matrix, C, as

C = Cw + Cg + Cn,

where Cw, Cg, and Cn indicate the whole effect, the group structure, and the random noise,
respectively [3], and we call them as pseudo-correlation matrices.

As the first step to estimate networks from the cross-correlation matrix and the pseudo-
correlation matrices, we apply the method of minimum spanning tree (MST). Figures 1 (a),
(b), (c), and (d) show MSTs corresponding to C, Cw, Cg, and Cn, respectively. We can find
the hub in Fig. 1 (b). This hub corresponds to the node that connects SINET with other



Figure 1: The MSTs corresponding to C, Cw, Cg, and Cn.

autonomous systems. We can also find the group structure in Fig. 1 (c). On the other hand,
we cannot find special structure in Fig. 1 (d).

We apply same method to the time series data of stock market and earthquake, and estimate
corresponding networks. To estimate networks, we also apply the method of threshold [4]
and the method of the planar maximally filtered graph [5].
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